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Top Insights:  
1. Unimodal visual information presented on the IVIS during driving can be 

distracting. 
2. Bimodal presentation of information allows drivers to select the stimulus they 

want to pay attention to. 
3. Time between notifications determines whether two notifications are 

perceived as one or two events. 
 

Top Recommendations: 
Safety 

1. Present information bimodally with visual and auditory stimuli to minimize 
attentional strain and maintain availability of information. 

2. Present information for deaf and hearing impaired audiences bimodally with 
haptic and visual feedback. 

3. Test and implement methods of reducing urgency and temptation of 
notifications. 

Efficiency & Enjoyment 
4. Time notifications within 0-150 ms if audio precedes the visual stimuli and 

0-215 ms if the visual stimuli precedes the audio. Notifications to be read as 
separate events should be timed outside these windows. 

5. Alexa should understand users will use average max pauses of 1 sec ​±​ 100 ms.   

 
Purpose: 
The purpose of this document is to review research regarding the use of multiple 
sensory modalities in In-Vehicle Information Systems (IVISs) to increase usability and 
safety of Alexa Auto. The audience for this document is Alexa Automotive UX and 
other internal teams who build in-vehicle, consumer products. 
 

Background: 
IVISs with voice assistants, such as Alexa Auto, are becoming more common in 
vehicles and consumers expect interactions with IVISs to be safe, enjoyable, and 
efficient. IVISs should follow the guidelines we have presented here that prioritize 
the needs of the driver to make sure users are satisfied with their IVIS interactions. 
 

Contact:  
Please contact us through email if you have questions or concerns: 
Daniela.Baron@ttu.edu​             ​Cora.Rankin@ttu.edu​             ​Daxton.Mitchell@ttu.edu    
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Safety: Preventing IVISs from Distracting Drivers 
 
Display Modality and Distractions 
Drivers’ safety can be impacted by IVISs when they act as a distractor to the driver. 
The main source of distraction present in IVISs occurs during driver-system 
interactions that move attention away from the road. Driving is a mostly visual task 
and using visual displays leads to a competition for attention between driving and 
interacting with the IVIS. Drivers indeed report higher mental workload when using 
visual displays compared to auditory displays, which suggests that auditory displays 
pose less risk to safety and should be prioritized for communicating information to 
drivers​7​.  Alexa Auto already provides simultaneous auditory and visual display of 
information, which allows the driver to select the stimulus they will pay attention to 
depending on the driving conditions. 
 
While auditory displays may pose less risk than visual displays, using only auditory 
product feedback makes it more difficult for users to recall information, unless the 
information is repeated, or presented in a simultaneous, supplementary sensory 
feedback mode​1​ ​as mentioned above. By presenting information both through visual 
and auditory channels together, drivers only need to glance at visual feedback to 
help with information recall, while the auditory format helps with initial information 
processing​5​. When visual and auditory stimuli are combined, drivers report more 

satisfaction and decreased stress with ADAS​3​
1​, because of mitigated driver 

distraction. 
 
Despite reports of driver satisfaction with combined auditory and visual product 
feedback, using auditory feedback does not embrace universal design, and presents 
an obstacle for deaf and hearing impaired users. In order to ensure that deaf and 
hearing impaired audiences will have the same accessibility to bisensory product 
feedback, haptic feedback presented alongside a more minimal visual signal (i.e., a 
flash of a certain color) might be considered. For instance, if the user requests 
something from Alexa, the system can respond by sending different vibration signals 
through the steering wheel alongside different visual signals to signify that Alexa 
understands, does not understand, or needs more information to complete a 
command. By using minimal visual signal plus haptic signal, deaf and hearing 
impaired audiences are still able to experience bimodal sensory feedback without 
having to use all of their visual attention to process Alexa’s messages. 

 
Reducing the Temptation of Notifications 
A more recent issue involving notifications has developed from IVISs becoming more 
connected to wireless devices as well. Occasionally, notifications will appear on the 
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IVIS and since an IVIS is fairly close to the driver, this interface is more easily 
interacted with and could lead to checking of notifications during unsafe conditions. 
Notifications on devices that are more easily accessed than a cell phone during the 
driving task, such as a smart watch, lead to longer brake response times and this is 
likely true for IVISs as well​3​. A possible way to make notifications less intrusive is to 
allow the IVIS to replay the last several notifications upon the driver’s request or to 
visually display the notifications until the driver is available to attend to them. This 
function could reduce the urgency of listening to a notification if the road conditions 
do not permit the driver to attend to the notification immediately, but this method 
needs to be tested with users to ensure that it is effective. 

 
Efficiency & Enjoyment: Ways to Reduce Distractions 
and Miscommunications 
Additionally, drivers often utilize IVISs to engage in entertainment and to maintain 
comfort. Enjoyment encompasses these tasks as well as the perceived usability of 
the IVIS​7​. Because users have complained about misunderstanding notifications 
with multiple stimuli, Alexa Auto can improve both the efficiency and enjoyment of 
IVISs by modifying the timing of the visual and auditory stimuli associated with 
using the voice assistant to fit within the recommended temporal binding window. 
The research our recommendations are based on was conducted with English 
speaking audiences in mind, so the timings, bimodal cues, and safety concerns 
discussed here may not apply internationally.   

 
The Importance of Timing  
Communication issues can arise when timing is misinterpreted either when a driver 
is listening to their Alexa Auto or when the Alexa is listening to the driver. The 
amount of time between two stimuli, like two notification sounds, can determine 
whether or not someone will believe that those two stimuli are paired or separate. 
This amount of time is often called the temporal binding window (TBW)​10​. Note, this 
TBW can also apply to other types of stimuli pairs. Audiovisual pairs, like the ones 
Alexa uses to let a user know the system is listening, need specific timings so that a 
user can interpret them as paired or separate.  
 
These types of miscommunications can make the driver miss important information 
and cause frustration with the IVIS. However, they can be avoided if drivers are given 
cues respecting the TBW. ​These 
issues also apply to Alexa when Alexa 
is listening to a user. If Alexa does not 
understand that two sounds made by 
the user are meant to be paired or 
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separate commands Alexa can misinterpret their voice inputs and cause frustration 
for the user. For this reason, it is important for Alexa to understand the pause lengths 
and TBWs of human speech. Giving Alexa an understanding of these timings will 
allow the system to avoid interrupting the user or pausing too long, making it seem 
like Alexa did not hear the user. Alexa Auto users have complained about this issue​2​. 
Alexa “being dumb” when it comes to listening to users can cause Alexa to not hear 
commands or to never deliver important user requested notifications.  
 

Timing Specifics   
  
For reference, when having an 
in-person conversation there is a 
physical difference of 100 ms 
between the visual and auditory 
stimuli reaching the eyes and 
ears​11​. Humans do not notice this 
difference because our auditory 
system works faster than our 
visual system, but the physical 100 
ms limitation is still a factor. 
Pairing two notifications requires that the visual stimulus occurs at most 150 ms after 
the auditory stimulus. When the visual stimulus precedes the auditory stimulus, 215 
ms is the maximum amount of time that can be between the two stimuli ​6, ​11​, ​12​. If the 
goal is for two notifications to seem separate, the time between the two should be 
greater than the times above and less than 1 sec ​±​ 100 ms​8​. This upper limit is 
determined by the average maximum pause length in human speech.  
 

These times are for ideal 
situations, however certain 
situations have different effects 
on the TBW ranges. The 
research does not currently 
specify how much the ranges 
are affected, but it does cover 
when and how the ranges will 
change.  To begin with, there is 
a large amount of variability 

between individuals’ personal TBW. This variability means that individual users may 
have a TBW that is significantly above or below our recommended time ranges. 
Attention level is also a factor that affects the TBW​14​. If a driver is mainly focused on 
the road their TBW will increase, but if they are focused on interacting with Alexa it 
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will decrease. Additionally, the TBW becomes larger as the stimuli become more 
complex. So, Alexa would need the least amount of time between non-speech 
notifications like beeps and tones. Two notifications that Alexa will speak will need a 
smaller TBW than notifications Alexa might present with music, but will need a 
larger TBW than beeps and tones.   
  

Additional Insights: User Input and Product Feedback 
 

User-Input Preferences for Alexa 
Preferences for user stimuli input (voice-activated or a tactile button press) for 
activation of the Alexa Auto may differ depending on the user’s age. Senior citizens 
often experience a “deterioration in tactile sensory feedback,”​9​ which means the 
voice-activated option is often the most accessible for them. 
 

Further Examination of Auditory and Haptic Product Feedback 
Options 

1. To avoid potential driver annoyance with specific sound notifications, further 
research should be conducted about the specific sound signals. 

○ Alternatively, if drivers switch off the sound, the default option should 
switch on the haptic feedback option to maintain safe, bimodal product 
feedback presentation. 

2. To promote the driver’s easy understanding of the UI of the IVIS, further 
research should examine intuitive, non-distracting haptic product feedback 
options for a variety of messages. 

 

Beyond TBW: Spatial Proximity and Stimuli Characteristics 
There are additional cues that should be considered for bimodal communication, so 
that a driver does not become distracted or confused. Spatial correspondence, 
volume/intensity correspondence, and frequency correspondence all contribute to 
this goal​9, 13​.  

1. If notifications are intended to be linked, they should come from the same 
physical space. Audio should play through the speaker closest to the visual 
stimulus to pair the two stimuli. 

2. Equal volume and/or intensity of two sounds or an audiovisual help cue the 
user to the paired relationship between the two notifications. Conversely, 
noticeably different volumes and intensities may cue the user to the 
separation between two notifications.  

3. A difference in the frequency of two audible notifications will make time 
delays more noticeable, making different frequencies good for separate 
notifications. However, minimal frequency differences make time delays less 
noticeable, making similar frequencies good for paired notification sounds. 
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Glossary 
1. Modality​: The way sensory information is displayed or received (through sight, 

sound, touch, smell, or taste). 
 

2. IVIS​: In-Vehicle Information System 
 

3. ADAS​: Advanced Driver-Assistance Systems 
 

4. Primary driving tasks​: maneuvering pedals and brakes 
 

5. Secondary driving tasks​: managing safety maintenance, such as turning on 
windshield wipers, or turning signal 

 
6. Tertiary driving tasks​: managing entertainment, comfort, and information 

functions 
 

7. UI Design​: User Interface Design 
 

8. Temporal Binding Window​: The amount of time between two different 
sensory inputs for the inputs to be perceived as one input. 
 

9. Spatial correspondence​:  stimuli which share a location 
 

10. Volume and intensity correspondence​: stimuli sharing similar volumes and/or 
intensities 
 

11. Frequency correspondence​: sounds sharing similar frequencies  
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